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a b s t r a c t 

To ensure the operational safety and reliability, fault recognition of complex systems is becoming an es- 

sential process in industrial systems. However, the existing recognition methods mainly focus on common 

faults with enough data, which ignore that many faults are lack of samples in engineering practice. Trans- 

fer learning can be helpful, but irrelevant knowledge transfer can cause performance degradation, espe- 

cially in complex systems. To address the above problem, a hierarchy guided transfer learning framework 

(HGTL) is proposed in this paper for fault recognition with few-shot samples. Firstly, we fuse domain 

knowledge, label semantics and inter-class distance to calculate the affinity between categories, based 

on which a category hierarchical tree is constructed by hierarchical clustering. Then, guided by the hi- 

erarchical structure, the samples in most similar majority classes are selected from the source domain 

to pre-train the hierarchical feature learning network (HFN) and extract the transferable fault informa- 

tion. For the fault knowledge extracted from the child nodes of one parent node are similar and can be 

transferred with each other, so the trained HFN can extract better features of few samples classes with 

the help of the information from similar faults, and used to address few-shot fault recognition problems. 

Finally, a dataset of a nuclear power system with 65 categories and the widely used Tennessee East- 

man dataset are analyzed respectively via the proposed method, as well as state-of-the-art recognition 

methods for comparison. The experimental results demonstrate the effectiveness and superiority of the 

proposed method in fault recognition with few-shot problem. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

With the increased demand of functionality, quality and service, 

ndustrial systems have been developed or integrated more and 

ore complex [1] . To ensure the safety operation and economic 

enefits, fault recognition of complex systems is becoming an es- 

ential task in modern industry [2] . 

In literature, because shallow learning models are unable to ex- 

ract complex features, classical fault recognition methods usually 

xtract fault features via signal processing techniques firstly [3] , 

ncluding Fourier transform, wavelet transform, empirical mode 

ecomposition and sparse representations; then classify the fault 

ypes via artificial intelligent (AI) methods, such as support vec- 

or machine (SVM) [4] , deep neural network (DNN) [5] , and so on.
∗ Corresponding author. 
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owever, for many tasks, many factors of variation that can ex- 

lain the observation data affect each data at the same time, so 

t is difficult to know how to extract high-level abstract features 

s the input of AI methods. Aiming at learning feature hierarchies 

ith features from higher levels of the hierarchy formed by the 

omposition of lower level features, deep learning methods show 

he potential to overcome the aforementioned deficiency in cur- 

ent intelligent fault recognition methods and have been applied 

or fault recognition successfully [6] . In addition, with the develop- 

ent of sensor and communication techniques, industrial data has 

een collected and accumulated rapidly, which also makes it pos- 

ible to train deep learning models via these big data [7] . Autoen- 

oder [8] , recurrent neural network (RNN) [9] and convolutional 

eural network (CNN) [10] are the most commonly applied deep 

earning methods, that outperform the conventional model-based 

pproaches using large amounts of training data. However, in real- 

ty, because the equipment is generally in normal operation state 

or a long time, there are many normal state data obtained, while 

he failure state data is few, resulting in high repetition of informa- 
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ion in the data and lack of typical fault information. And although 

 large amount of monitoring data has been accumulated, only 

 few of the data corresponding to the health status are known, 

hile the manual labeling data is time-consuming and costly. The 

carcity of labeled data makes it difficult to train and obtain high- 

recision intelligent diagnostic models. 

To learn and transfer the fault knowledge from the super- 

ised training domain to the unsupervised testing domain, trans- 

er learning has been proposed [11] . In general, transfer learn- 

ng methods can be divided into three categories: instance-based, 

eature-based and model-based transfer learning [12] . Among 

hem, maximum mean discrepancy (MMD) and domain adaptation 

ave been most commonly applied for fault recognition, which be- 

ong to the feature-based transfer learning methods and provide 

 solution to the problem of insufficient labeled samples in en- 

ineering scenarios. For example, Yang et al. introduced MMD to 

earing fault diagnosis to transfer the fault information of bear- 

ngs from laboratory bearings to locomotive bearings [13] . Liu et al. 

roposed a deep adversarial domain adaptation model based on 

 deep stack autoencoder for bearing fault diagnosis, which has 

een verified through six domain adaptation situation studies [14] . 

ang et al. proposed a linear discriminant analysis (LDA)-based 

ransfer learning method for fault classification of chemical pro- 

esses, in which a weighted MMD is designed for domain adapta- 

ion [15] . Motivated by the domain adaptation, Li et al. proposed a 

eep adversarial transfer learning network for machinery emerging 

ault detection, which only accomplishes the discrimination knowl- 

dge transfer from the source domain to the target domain, but 

lso implements the detection for new emerging fault class in the 

arget domain [16] . Qian et al. proposed a deep transfer network 

DTN) based on weighted joint distribution alignment (WJDA) for 

otating machine fault diagnosis with working condition variation 

17] . Afridi et al. proposed an automatic source selection algorithm 

or transfer learning in convolutional neural networks [18] . How- 

ver, the above methods assume that the target domain samples 

re sufficient. 

Aiming at the problem of few-shot learning, some methods 

ave been proposed. Li et al. proposed an algorithm called adap- 

ive hyper-ring detector (AHr-detector) to anomaly detection and 

ault diagnosis with online adaptive learning under small train- 

ng samples, which has both classification and clustering func- 

ions [19] . Wu et al. proposed few-shot transfer learning method 

s constructed utilizing meta-learning for few samples diagnosis 

n variable conditions [20] . Qu et al. pointed out that hierarchi- 

al visual data structures can help for improving the efficiency 

nd performance of large-scale multi-class classification [21] . Tai 

t al. proposed that the missing information across classes can be 

ompensated by using side information [22] . Li et al. proposed a 

arge-scale FSL model by learning transferable visual features with 

he class hierarchy which encodes the semantic relations between 

ource and target classes [23] . 

From the literature, it can be found that the fault recognition 

f a single component marked by distinct characteristics has re- 

eived mass concern, and the related research achievements are re- 

arkable [24] . However, few researches focus on fault recognition 

f complex systems, which is meeting different challenges. Firstly, 

he complex physical structure of these systems will lead to nu- 

erous fault classes. And these failure data usually cannot keep 

alance in real engineering and thereby show long-tail distribu- 

ions. That is, most failure data distributed in few common fault 

lasses, and the available data of most fault classes is small, which 

ill increase the modeling difficult of these rare faults with few- 

hot samples. Transfer learning is simple and straight forward, but 

annot be implemented when the data of target domain is small or 

imited. Secondly, although both the dataset and fault classes have 

een increased, not all collected data is useful to transfer. For ex- 
2 
mple, the key information for distributed fault recognition is the 

lobal feature, such as the vibration amplitude; while for partial 

ault recognition, the impact components are more important. In 

his case, the knowledge of distributed faults cannot help, and the 

odel will pay too much attention to irrelevant fault features and 

educe the performance of target fault recognition. This irrelevant 

nterference problem, or so-called negative optimization problem, 

s less obvious in traditional fault recognition task with enough 

raining and test data, but will become more and more serious in 

ew-shot fault recognition of complex systems with the increase of 

ault classes. 

To overcome the above problems, a transfer learning framework 

uided by a hierarchical category structure (HGTL) is proposed in 

his paper. Firstly, fusing domain knowledge, label semantics and 

nter-class distance to calculate the affinity between categories, the 

ault category hierarchical tree is constructed via hierarchical clus- 

ering. Then, the similar faults with the both source domain and 

arget domain can be clustered together and used for pre-training 

 HFN and extract transferable fault features by the hierarchical 

nformation of fault categories. Finally, the fault feature vectors of 

he target class support samples are used to train an appropriate 

lassifier for multi class classification of unknown fault samples in 

he target domain. 

The primary contributions of this paper can be summarized as 

ollows. 

1. A novel hierarchical structure guided transfer learning frame- 

work (HGTL) is proposed for fault recognition with few-shot 

samples in complex systems. The fault knowledge extracted 

from some recognition tasks can be shared and transferred to 

similar fault recognition task via transfer learning techniques. 

2. To filter out irrelevant recognition tasks and retain useful tasks 

for knowledge transfer, hierarchical category structure is used 

to guide the learning of more relevant cross-domain informa- 

tion. Therefore, a recognition model can be shared across do- 

mains and overcome the problem of negative transfer. 

3. A condition dataset of a nuclear power system with 65 fault 

categories, as well as the Tennessee-Eastman (TE) process 

dataset are analyzed to verify the effectiveness and the robust- 

ness of the proposed method. The experimental results demon- 

strated the proposed method can be a promising tool for few- 

shot fault recognition of complex systems. 

The rest of this paper is organized as follows. Section 2 de- 

cribes the proposed method in detail. Experimental verifica- 

ions of a nuclear power system and the TE process dataset 

re conducted in Section 3 and Section 4 , respectively. Finally, 

ection 5 concludes this paper. 

. Proposed approach 

Firstly, the few-shot fault recognition problem is formally de- 

ned as follows. Let D source = 

⋃ 

C s 
i 

and D target = 

⋃ 

C t 
i 

denote the 

ource domain and target domain, respectively, where C s 
i 

is the i th 

ource class and C t 
i 

is the i th target class. These two domains are

isjoint, i.e., D source ∩ D target = ∅ . There are sufficient labeled sam- 

les in each source domain class, but only a few (less than 25 in 

his paper) labeled samples in each target domain class. Let S source 

enote the sample set for D source , S support and S test denote the train- 

ng and test sample sets for D target , respectively. The goal of the 

roposed approach is to achieve good classification performance 

n the S test . 

.1. Hierarchical category structure 

Secondly, a hierarchical tree structure of fault categories is con- 

tructed to encode the affinity between all fault categories in 
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Fig. 1. Illustration of tree-structured class hierarchy construction by fusing domain knowledge, label semantics and inter-class distance. Note that the short fault description 

text is used as the class label. 
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ource and target domain. The affinity measure of multi-source fu- 

ion and the establishment of hierarchical structure, as shown in 

ig. 1 . By fusing domain knowledge and similarity information be- 

ween classes in a data-driven way, the fault similarity space is 

onstructed and hierarchical clustering is carried out. 

.1.1. Manual measurement of fault similarity 

Specifically, with the help of the prior domain knowledge of 

xperts, the fault affinity is preliminarily identified and measured, 

hen a fault similarity matrix A 

K is obtained. Its rows and columns 

orrespond to all source classes and target classes. The similarity 

alue between any two faults in A 

K is given manually according to 

xperience. 

.1.2. Similarity measurement in sample feature space 

Inspired by the work of Qu et al. [21] , we use an inter-class

istance measurement considering intra-class spread information 

o measure the similarity between few sample classes in the target 

omain and rich sample classes in the source domain. 

Suppose that there are N i samples in the i th fault C i , where

 i ∈ D source or C i ∈ D target , and each sample represented by the fea-

ures { x i 
l 
} N i 

l=1 
. The distance between each two categories can be for- 

ulated as, 

 ( C i , C j ) = 

√ ∥∥Q i − Q j 

∥∥2 + σ 2 
i 

+ σ 2 
j 
, (1) 

here Q i = 

1 
N i 

∑ N i 
l=1 

x i 
l 

is the mean vector of the i th category and 

2 
i 

= 

∑ N i 
l=1 

1 
N i 

(
Q i − x i 

l 

)
2 is the variance of the i th category. 

The inter-class similarity matrix A 

S on the sample original fea- 

ure space is computed as, 

 

S 
i j = exp (−D ( C i , C j ) 

δi j 

) , (2) 

here δi j is the scaling factor for the similarity calculation in [21] . 

.1.3. Similarity measurement in label semantic space 

The cosine distance is used to measure the semantic similarity, 

nd the inter-class similarity matrix A 

L in the semantic space is 

alculated by, 

 

L 
i j = cos ( � d i , � d j ) , (3) 

here �
 d i is the document vector obtained by a gensim-based 

oc2vec model, which is trained on fault description text. 

.1.4. Fusion into an affinity space 

Using function F use to fuse the above three matrices, a unified 

ffinity metric for all categories in the source / target domain is 

btained. Different data sets can flexibly select the fusion function 

such as average, maximum, etc.) according to the actual situation. 

t is formalized as, 

 i j = F use (A 

K , A 

S , A 

L , � w ) , (4) 
3 
here �
 w weights each similar matrix. The value of �

 w is set by 

anual experience and experiment in this paper. It can also be 

btained by some learning algorithm [22] . Different values will 

hange the measurement results of the distance between classes, 

esulting in different class hierarchies. Therefore, the bad 

�
 w values 

ill degrade the final performance of our method. 

.1.5. Hierarchical clustering on fusion affinity metric space 

We adopt the bottom-up strategy to build a hierarchy of cate- 

ories. Both the source class and the target class are exploited as 

eaves of the tree, constituting the bottom layer of the hierarchy. 

ccording to the affinity matrix, starting from the fault class cor- 

esponding to the leaf node, clustering the affinity vector of the 

ower node, each cluster corresponds to an upper parent node (i.e., 

he superclass node), and its affinity vector is the average of its 

ubclasses. Superclasses at the same level can be clustered again 

ntil there is only one superclass, and the final superclass corre- 

ponds to the root node of the entire tree. The tree is composed of 

ne class layer and n superclass layers, as shown in Fig. 1 . Gener-

lly, each tree node maps a class set, which is formalized as, 

S l v = 

⋃ 

i ∈ S l v S 
l−1 
i 

, l ∈ { 1 , . . . , n } 
S 0 v = { C v } , v ∈ { 1 , . . . , m } , (5) 

here m = | D source | + | D target | is the number of all classes, and S l 
i 
∩

 

l 
j 
= ∅ , i � = j. To simplify, let l 0 and l i (i = 1 , . . . , n ) denote the class

ayer and the n th superclass layers, respectively. Similar classes are 

bviously clustered into a group. Because superclasses share infor- 

ation between source and target classes, the hierarchy can guide 

s to learn better features from the samples of the source classes 

hat are helpful to identify the target class. 

.2. A hierarchical structure guided transfer learning framework 

Fig. 2 shows the pipeline for our proposed hierarchy-guided 

ransfer learning framework. Given a target multi-classification 

ask with few labeled samples, we perform the following. 

.2.1. Selection of source classes guided by hierarchy 

With the help of the hierarchical affinity structure covering the 

ource classes and the target classes, the source classes are filtered 

rst. We only select the samples in the source classes that are most 

elevant to the target classes (i.e., Fig. 2 1 ©) for transferability fea- 

ure learning. The sample of the source class is usually sufficient, 

nd the number of categories is often larger than that in the target 

omain. According to the hierarchical structure of fault categories, 

he fault feature of the source domain class and the target class 

ithin the same superclass set are similar and easier to transfer; 

hile the source domain and the target class belonging to different 

uperclasses are more difficult to obtain effective transferable fault 

eatures, even lead to negative transfer and reducing the classifi- 

ation performance of the target class. For example, cat and tiger 
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Fig. 2. Overview of the proposed hierarchy guided transfer learning framework. In this example, a 3 superclass layers hierarchy is constructed firstly to encode relations 

between source and target classes. Secondly, with the help of HFN and HPN, transferable features are learned by mining prior knowledge in class hierarchy. The blue box 

represents the pre-training process with the selected classes in source domain, and the orange box represents the classification process with few samples in target domain. 

Finally, the weight parameters of HFN obtained by the pre-training process are transferred to the target domain classification task. Notation: ′ FC ′ — fully-connected network, 
′ x s ′ — a sample in selected source class, ′ x t ′ — a sample in target class, ′ f s ′ — feature of x s , ’ f t ’ — feature of x t . (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 
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L  
ithin the same superclass have more similar feature than cats 

nd birds that within different superclasses. In addition, the more 

he source domain categories are, the more complex the model 

eeds, which will lead to a more difficult pre-training, and a worse 

erformance of feature extraction. Therefore, guiding by the hierar- 

hical structure of classes, more targeted selective pre-training can 

ot only reduce the possibility of negative transfer, but also ex- 

ract effective features efficiently. The source class selection guided 

y hierarchy is presented in Algorithm 1 . 

Algorithm 1: Selection of source classes guided by hierarchy. 

Input : Hierarchical structure T , Target classes set D target , 

Superclass level of screening l 

Output : Selected source classes ˆ D source 

1 ˆ D source = ∅ ; 
2 foreach superclass v such that Le v el(v ) = l do 

3 S v = 

⋃ 

C i when C i is leaf node of a subtree with root node 

v ; 
4 foreach C t 

i 
in D target do 

5 if C t 
i 

∈ S v then 

6 ˆ D source ← 

ˆ D source ∪ S v ; 

7 ˆ D source ← 

ˆ D source − D target // Exclude all target classes; 

8 Return 

ˆ D source ; 

The parameter l can be used to control the filtering granularity. 

hen l = 1 , source classes are selected according to the highest 

imilarity, while when l = Le v el(root) , all source classes are used 

or pre-training. 

.2.2. Transferable feature learning 

After filter out the unrelated faults, the HFN is pre-trained by 

sing these highly similar source classes and their hierarchical re- 

ationship with the target classes (i.e., Fig. 2 2 ©). HFN attempts 

o learn an ability to extract cross-domain feature representation, 

enerally using a multi-layer convolution neural network structure, 

nd this ability will be directly transferred to the target domain 

o extract target sample features. Therefore, the HFN can learn 

he prior knowledge integrated in the class hierarchy and extract 

he transferable fault features, which can effectively help the fault 

ecognition task in the target domain. 

Inspired by the work of Li et al. [23] , we construct a hierarchical

rediction network (HPN) as shown in Fig. 2 3 ©. HPN uses features 

xtracted by HFN to predict class / superclass labels of each layer 

t the same time, which constrains the HFN to learn transferable 

eatures that are more suitable for representing the target classes. 
4 
n addition, HPN can encode the hierarchical structure of the class 

 superclass layer. Specifically, we combine the prediction results 

f a certain superclass layer and its lower layers to infer the su- 

erclass label of the layer. Since the hierarchical structure between 

djacent layers is shared and transmitted between the source class 

nd the target class, hierarchical coding can further improve the 

ransferability of the learned features. 

Taking a 4-layer HPN network in Fig. 2 as an example, a fully- 

onnected network module ( F C 00 ) with softmax layer is added af- 

er the HFN model for the lowest class layer (i.e., layer l 0 ). Given

 sample, F C 00 module can predict the probability distribution of 

lasses. To model the hierarchical structure between adjacent lay- 

rs, for the lowest superclass layer (i.e., layer l 1 ), the outputs of 

 C 00 in layer l 0 and the outputs of F C 10 in layer l 1 are combined as

nput of the subsequent F C 11 . Then, the F C 12 module with softmax 

ayer outputs the final superclass prediction results of layer l 1 . Its 

ormal formulation is given as: 

ˆ p l 1 = F 2 l 1 
(p l 0 � p l 1 ) , (6) 

here p l 0 denotes the output of the bottom F C 00 module which 

eans the prediction results of class layer l 0 , p l 1 denotes the out- 

ut of F C 10 module which means the prediction results of the low- 

st superclass layer l 1 in first step. �(. ) is a concatenation opera- 

or by channel, and F 2 
l 1 
(. ) is the second step prediction composed 

f F C 11 and F C 12 modules corresponding to layer l 1 . The output ˆ p l 1 
enotes a final predicted distribution over all possible superclass 

abels at the layer l 1 of the hierarchy. 

Similarly, for any superclass layer l i (i = 1 , . . . , n ) , the superclass

abels can also be inferred by combining the first outputs of the 

ayers { l j : j ≤ i } as its input. Its general formal formulation is: 

p l i = F 1 l i 
(G (x )) , (i = 0 , . . . , n ) , (7) 

ˆ p l i = F 2 l i 
(�i 

j=0 p l j ) , (i = 1 , . . . , n ) , (8) 

here G denotes a forward step of the HFN for feature extraction. 

 

1 
l i 

and F 2 
l i 

respectively denote a forward step of the FC network 

orresponding to layer l i in the first and second step. p l i denotes 

he predicted distribution over possible classes/superclasses in 

ayer l i (i = 0 , . . . , n ) in the first step. ˆ p l i denotes the final predicted

istribution over possible superclasses in layer l i (i = 1 , . . . , n ) . 

Therefore, by combining the prediction results of all 

lass/superclass layers, the loss function of sample x can be 

efined as follows: 

oss (x, Y ;�) = λ0 L (y l 0 , p l 0 ) + 

n ∑ 

i =1 

λi L (y l i , ˆ p l i ) , 
n ∑ 

i =0 

λi = 1 , (9)
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here Y = { y l i , i = 0 , . . . , n } collects the true class/super-class la- 

els of sample x , where y l i denotes the label corresponding to layer 

 i . � denotes the parameters of the full network. L denotes the 

ross-entropy loss for classification, and λi weights these losses. 

.2.3. Target classification prediction under few-shot 

Once HFN is trained with the selected source class data, it can 

e used to extract transferable features for fault samples from tar- 

et classes (i.e., S support and S test ), as shown in Fig. 2 4 ©. With these

ransferable fault features, some simple classifier models (i.e., Lo- 

istic Regression, Nearest Neighbors Search, Nearest Centroid, Lin- 

ar SVM) can be used to infer the labels of test samples in S test , as

hown in Fig. 2 5 ©. 

. Case study 1 

.1. Experimental setup 

.1.1. Data description 

In this paper, a new dataset is collected, namely FAult Recog- 

ition of Nuclear power system (FARON). The FARON dataset con- 

ists of many encrypted monitoring data of nuclear power system, 

ollected from major components, including feedwater pump, cir- 

ulating pump, condenser and related valves. The different work- 

ng conditions of the primary system and the secondary system 

ere simulated by using a nuclear power system simulator with 

21 sensor response outputs. During the simulation, the sampling 

requency was 1 Hz, and 58,829 samples with Gaussian noise un- 

er 65 different health conditions were collected. Tables 1 and 2 

ist the sensor types and fault types respectively. 

The data set is divided into two domains. The source domain 

ontains 55 categories of faults, with a total of 50,273 samples, of 

hich the largest class has 2204 samples, and the smallest class 

as 478 samples. 60% of the samples from each fault are randomly 

elected to form the training set, and the rest of the samples are 

sed as the verification set. The target domain consists 10 cate- 

ories of faults, with a total of 8556 samples, of which the largest 

lass has 965 samples, and the smallest class has 657 samples. 

hen n samples ( n ≤ 25 ) from each fault are randomly selected to 

orm the support set, and the rest are used as the test set. 

.1.2. Hierarchical fault category structure 

We use the JIEBA Chinese word segmentation toolkit to seg- 

ent the description text of each fault, and use the doc2vec model 

f the GENSIM toolkit to generate the semantic vector of the fault 

abel. In the experiment, each label text is expressed as a 100- 

imensional semantic vector, and the cosine distance is used to 

easure the similarity. Using domain knowledge, we manually 

easure the similarity between faults. The main heuristic rules 

nclude (1) the similarity of failures on the same component is 

igher (2) the similarity of the failures of structurally related com- 

onents is higher. For example, the multi-valve failure of the ex- 

aust pressure control valve is very similar to the multi-valve fail- 

re of the inlet valve of main circulating water pump. In this work, 

hen the fault categories are leaf nodes, and the number of nodes 

n each layer is 65, 32, 10 and 4, then a 3 superclass layers hierar-

hy is constructed. The fault category hierarchy used in the exper- 

ment is shown in Fig. 3 . 

.1.3. Pre-training details of source domain 

As shown in Fig. 3 , when l = 1 , we select samples of 15 types of

aults (blue nodes) under the superclass (green nodes) of the tar- 

et domain class (orange node) as the source domain training set 

o pre-train the HFN, and discard samples of other source domain 

lasses (gray nodes). The HFN is mainly composed of two layers 
5 
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Table 2 

Fault types on FARON dataset. 

Type Fault 

Air extractor failure 54 

Control rod sticking 1 

Multi pump failure 8, 9, 39, 40, 21, 22, 27, 28, 46, 62, 63 

Multi valve failure 35, 36, 52, 53, 31, 32, 17, 66, 67 

Pressurizer failure 2, 3, 4, 5 

Pump failure and valve failure 10, 11, 69 

Single feed water pump failure 12, 13, 15, 14 

Single pump failure 6, 7, 37, 18, 48, 49, 19, 20, 25, 26, 68, 44, 45, 60, 61 

Single valve failure 16, 24, 41, 42, 43, 55, 56, 57, 58, 59, 33, 34, 51, 29, 30, 64, 65 

Fig. 3. Three superclass layers hierarchy of all fault types in FARON dataset. The orange small node represents the target class, the blue large node represents the source 

class selected for pre-training, the green node represents the superclass, and the gray node represents the abandoned source class. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 

Table 3 

Structure of the HFN on FARON dataset. 

Layer number HFN model 

Input(signal) 11 × 11 × 1 

l 1 Conv2d( 9 × 9 × 64 ) 

l 2 Maxpool2d( 8 × 8 × 64 ) 

l 3 Conv2d( 4 × 4 × 4 ) 

l 4 Maxpool2d( 3 × 3 × 4 ) 

Output(feature) 36 × 1 

o

n  

d

H

p

d

t

3

s

t

n

r

t

i

i

s

s

t

t

f convolution, as shown in Table 3 . The 121-dimensional origi- 

al sensor data are input in the form of 11 × 11 matrix, and a 36-

imensional feature vector is output after the feature extraction of 

FN. During pre-training, the Adam optimization algorithm is ap- 

lied with a base learning rate of 0.01. The mini-batch size, weight 
6 
ecay, step of learning rate decreases and attenuation factor are set 

o 32, 0.0 0 05, 25, and 0.618, respectively. 

.1.4. Transfer learning for few shot fault recognition of target domain 

After using the HFN to obtain the fault features from S support , 

everal widely used recognition methods are used to predict fault 

ypes, including k-nearest neighbor (KNN), logistic regression (LR), 

earest centroid (NC), and support vector machine (SVM). All algo- 

ithms are implemented with sklearn toolkit, except NC. For KNN, 

he number of nearest neighbors is chosen as 1. For NC, each class 

s represented by the centroid, and the similarity between classes 

s measured by cosine distance. Other algorithm parameters are 

et by default. Finally, five HFN instances are trained by randomly 

plitting in S source . Each model instance is applied to repeat 300 

ests on S support and S test . The mean weighted F1-score is used as 

he evaluation metric. 



H. Chen, R. Liu, Z. Xie et al. Pattern Recognition 123 (2022) 108383 

Table 4 

Final test accuracy (as %) of all compared methods on the FARON dataset. 

n-shot 1 5 10 15 20 25 

Baseline LR 48.08 59.76 67.54 72.53 76.20 79.02 

KNN 47.73 59.90 66.00 70.05 73.14 75.48 

NC 48.06 54.90 57.35 58.74 59.73 60.51 

SVM 47.72 64.03 73.90 78.94 82.11 84.39 

Transfer learning methods FT [25] 52.21 73.34 80.04 82.63 84.33 85.35 

SJFT [26] 54.31 69.23 73.92 76.34 77.98 79.28 

LSFSL [23] 63.16 75.47 79.11 80.59 81.47 82.03 

Ours HFN_LR 68.42 80.37 82.99 84.19 84.91 85.49 

HFN_KNN 67.36 78.36 81.84 83.38 84.31 85.00 

HFN_NC 68.86 80.00 82.63 83.58 84.24 84.59 

HFN_SVM 66.97 77.69 78.85 78.92 79.24 80.16 

Fig. 4. Data visualization via t-SNE for (a) the original data, (b) transferable feature. There are 10 target domain classes and each color represent each class. Notation: ′ x ′ —
the training samples of each target class, ′ o ′ — the test samples of each target class. 
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.2. Comparison results 

We compare our model with seven alternatives. Four of them 

re the general classification methods as the baseline, and the oth- 

rs are recent transfer learning methods to solve few-shot prob- 

ems: FT fine-tuning pre-trained [25] , SJFT selective joint fine- 

uning [26] , and LSFSL large scale few-shot learning [23] . Table 4 

rovides the comparative results on FARON dataset. It can be seen 

hat our methods perform better than other methods. Taking 5- 

hot as an example, the classification accuracy of all baseline meth- 

ds is less than 65%, the accuracy of transfer learning methods 

an reach more than 75%, and our best accuracy is about 80%. It 

s mainly caused by the following reasons. 

In most cases, too few samples often cannot fully express the 

ata distribution in the feature space, so the baseline method in 

he experiment is difficult to obtain a good classification interface. 

s we all know, CNN model has good feature extraction ability, but 

t needs rich samples to train available model. If there are only a 

ew labeled samples, it is impossible to obtain an effective model 

irectly. 

With the help of the proposed hierarchy guided transfer learn- 

ng method, we use the hierarchical relationship information of the 

ategories to select the source domain categories which are simi- 

ar to the target domain categories. These categories have abundant 

abeled samples, which can help us to obtain the available feature 

xtraction network. In Fig. 4 , the data distribution of original fea- 

ure data and portability feature are visualized by t-SNE. It can be 

een that the transferable features extracted from the network are 

ore clustered and the separability between classes is more sig- 

ificant. Data distribution can be better represented even though 

here are only a few samples. 

The FT model first carries on the pre-training with the help of 

umerous source domain samples, and then uses the target do- 
7 
ain support samples to fine-tune the parameters. Many studies 

ave proved that this is a simple and effective method to solve 

he shortage of samples. However, for tasks with very little train- 

ng data, such as 1-shot and 5-shot, overfitting occurs very quickly 

uring fine-tuning. In addition, the transfer capacity of different 

onvolution layers is different, so it is a problem to select which 

ayers. 

Based on the idea of data augmentation, SJFT model performs 

 target learning task with insufficient training data and another 

ource learning task with rich training data at the same time. The 

ource learning task uses a subset of training data from the source 

ask whose low-level features are similar to those from the tar- 

et task, and jointly fine-tune shared convolution layers of the 

wo tasks. However, similar samples may come from multiple cat- 

gories of the source domain. The more similar samples are se- 

ected, the greater the feature deviation from the target class. Joint 

ne-tuning may further drift the feature expression of the target 

omain to the feature space of the source domain, thus reducing 

he performance on the target task. For this reason, the perfor- 

ance of SJFT model on FARON dataset is worse than that of FT. 

The LSFSL model uses the hierarchical information between 

lasses based on semantic relations, but it uses the source domain 

amples of all classes for pre-training, ignoring the impact of neg- 

tive transfer on the target task. It also ignores the differences of 

ach superclass level transfer capabilities. Therefore, the results of 

SFSL model are the best among the transfer learning alternatives, 

ut worse than our methods, indicating that hierarchical informa- 

ion transfer is effective, but will be affected by negative transfer. 

Our method makes full use of a variety of prior knowledge to 

onstruct a more effective class hierarchy. When obtaining the fea- 

ure expression of the target class in the pre-training stage, we 

an not only effectively alleviate the impact of negative transfer, 

ut also take into account the transfer ability of different granular- 
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Fig. 5. Comparative results obtained by four classification algorithms, when pre-training using selected 15 class samples and all 55 class samples in source domain. Results 

were obtained using a HFN with (λ0 , λ1 , λ2 , λ3 ) = (0 . 6 , 0 . 25 , 0 . 1 , 0 . 05) based on 3 superclass layers hierarchy. 
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ty levels, so it obtains better performance. In the final reasoning 

tage, the use of general classification algorithm for fault recogni- 

ion can simplify model training and parameter adjustment, which 

s beneficial to practical application. 

Fig. 5 show the performance results when the hierarchical se- 

ection policy for source domain class is used or not based on the 

ierarchy tree. It can be seen that under the condition of few sam- 

les, using the hierarchical selection strategy can achieve better 

erformance than not using it. In the test of different support sam- 

les, the performance improvement rate is about 1% ∼ 8%. This is 

ainly caused by the following reasons. 

Because the source domain category is different from the tar- 

et domain category, only part of the category information in the 

ource domain has guiding significance for the target domain clas- 

ification task. In transfer learning, there is a negative transfer phe- 

omenon. When all the source domain class data are used to train 

he feature extraction model, some source domain categories with 

oor correlation with the target domain will lead to the reduction 

f the classification ability of the extracted features on the target 

omain. On the other hand, the ability of extracting effective f ea- 

ures decreases with the increase of the number of categories to be 

rocessed. The more the number of source domain categories, the 
8 
ore difficult the training of feature extraction model is. For the 

arget domain classification task, the ability of extracting effective 

eatures will also decline. Therefore, after the selection of source 

omain categories, the number of categories faced by the feature 

xtraction model can be reduced, the difficulty of feature extrac- 

ion can be reduced, and the extraction ability of effective features 

an be improved accordingly. 

The experimental results show that our method can extract the 

ransferable features of the target samples even without the target 

amples. This means that learning feature embedding can be gen- 

ralized to unknown classes. It can be expected that various infor- 

ation about category relevance can be encoded into the class hi- 

rarchy, which makes it possible to learn the transferable features 

f the target class sample. In short, the information contained in 

he hierarchical relationship is transferable, so the learned features 

re also transferable. 

.3. Hyperparameter selection 

There are two important hyperparameters in the experiment, 

ne is the number of superclass layers, the other is λi of each layer 

or loss function. First, we construct three class hierarchies with 
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Fig. 6. Comparative results obtained by our model using the hierarchies with different numbers of superclass layers on the FARON dataset. 

Table 5 

The number of superclasses per layer. 

No. l 0 l 1 l 2 

1 32 - - 

2 32 10 - 

3 32 10 4 

d

f

h

c

t

t

r

l

u

o

λ
w

Table 6 

Analysis Results with different λi on FARON dataset. 

No. λ0 λ1 λ2 λ3 

1 0.1 0.2 0.3 0.4 

2 0.25 0.25 0.25 0.25 

3 0.4 0.3 0.2 0.1 

4 0.6 0.25 0.1 0.05 

f  

0

o

t

c

s

h

a

l

m

t

ifferent structures for comparison, and then use them to train our 

eature extraction model. Table 5 gives details of the three class 

ierarchies. Fig. 6 shows the comparison results of the above three 

lass hierarchies in our work. The mean weighted F1-score of the 

arget class is used as the evaluation metric. It can be observed 

hat a class hierarchy with 3 superclass layers produces the best 

esults, but the gap is not very obvious. 

After determining the optimal number of superclass layers, the 

oss weight λi of each level is selected by experiment. We grad- 

ally reduce the weight of low-level loss and increase the weight 

f high-level loss accordingly. Table 6 gives details of the value of 

i . Fig. 7 shows the comparison results of different weights when 

e use three superclass levels. It can be seen that the best per- 
9 
ormance occurs when λi (i = 0 , 1 , 2 , 3) is taken as (0.6, 0.25, 0.1,

.05). From the current experimental results, the higher the weight 

f the lower level is, the better the performance is. The reason is 

hat the lower the category level is, the more categories there are. 

Especially for the source class in the leaf layer, the features it 

ontains are most similar to the target class, so a higher weight 

hould be set. During the process of training optimization, the 

igher the level of superclasses, the less number of superclasses, 

nd the easier it is for the subtask model of the corresponding 

ayer to converge. However, the higher level contains more com- 

on features between classes, and lacks the distinguishing fea- 

ures, so λ of the higher-level should be set a smaller value. 
i 
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Fig. 7. Comparative results obtained by our model using different λi on the FARON dataset. The hierarchy has three superclass layers. 
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.4. Sample size sensitivity analysis 

Fig. 8 shows the performance trend of our method and other 

lternatives as the number of samples increases gradually on the 

ARON dataset. It can be seen from Fig. 8 that the fewer sam- 

les, the more improvement our method has on the target do- 

ain classification performance. Even when n = 1 , our method 

an still achieve a weighted F1-score of more than 67%, while all 

aseline methods are below 50%. The reason is that when the 

umber of training samples in the target domain is too small to 

ully express the data distribution, the transferable feature infor- 

ation obtained from the source class with abundant samples 

an provide effective help. With the increase of the number of 

amples, the performance of all methods is gradually improved. 

hen n ≥ 30 , the performance of SVM is better than other meth- 

ds. The reason may be that when the number of training sam- 

les in the target domain is enough to express the data distribu- 

ion, the effect of the transferable information obtained from the 

ource domain class is relatively weakened. As a recognized and 

ffective algorithm, SVM can generate a good classification hyper- 

lane with sufficient information provided by the training sam- 

le itself. The above analysis shows that our method is effective 

p

10 
nder the condition of few samples. It can get extra information 

rom the source domain data which is helpful to the target domain 

lassification. 

. Case study 2 

.1. Experimental setup 

.1.1. Data description 

We also use TE dataset for verification experiments. TE process 

s a simulation control process established by Tennessee Eastman 

hemical Company based on the actual industrial process. It is a 

ommon chemical benchmark for fault detection and process con- 

rol research. TE process is mainly composed of reactor, condenser, 

apor-liquid separator, compressor, and stripper. Four kinds of re- 

ctants A, C, D and E are fed into the reactor to form products G

nd H by exothermic reaction. In TE process, there were 52 vari- 

bles measured, including 22 continuous process measurements 

XMEAS 1 ∼22), 19 composition measurements (XMEAS 23 ∼41), 

nd 11 manipulated variables (XMV 1 ∼11). Twenty-one fault states 

re simulated in TE dataset. The sampling interval of each sam- 

le is 3 min, and random noise is added to each simulation run. 
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Fig. 8. Comparative the performance trend obtained by our method and alternatives as the number of samples increases gradually on the FARON dataset. The hierarchy has 

3 superclass layers and ( λ0 , λ1 , λ2 , λ3 ) = (0.6, 0.25, 0.1, 0.05). 
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Table 7 

Fault types on TE dataset. 

Type Fault 

Step 1, 2, 3, 4, 5, 6, 7 

Random fluctuation 8, 9, 10, 11, 12, 16, 17, 18, 20 
or each fault state, training and test datasets are collected respec- 

ively. In the training set, 480 samples were recorded for each fault. 

n the test set, 960 samples are collected for each fault, of which 

he first 160 are normal state samples and the last 800 are fault 

tate samples. 
Fig. 9. The hierarchical fault category structure of TE dataset. 

Slow drift 13 

Sticking 14, 15, 19 

Constant position 21 

m

1

s

T

m

T

f  

t

4

k

s

u

t

d

11 
In our experiment, faults 3, 9 and 15 are removed and the re- 

aining 18 faults are divided into two parts. Faults 11, 12 and 

9 constitute the target domain, and the remaining constitute the 

ource domain. Each sample is organized into a 33 × 33 matrix. 

here are 33 variables in each row, including 22 process measure- 

ents (XMEAS 1 ∼22) and 11 manipulated variables (XMV 1 ∼11). 

he size of sliding window is 33 and the sliding step is 1. Finally, 

or each fault, the size of training set is 33 × 33 × 448 , and that of

est set is 33 × 33 × 768 . 

.1.2. Hierarchical fault category structure 

Table 7 lists all TE process fault types. According to domain 

nowledge, random fluctuation and slow drift are similar, while 

ticking and constant position faults are similar. Therefore, only 

sing above knowledge, we construct a fault class hierarchy con- 

aining 2 superclasses from 18 types of faults in the experimental 

ataset, as shown in Fig. 9 . 
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Fig. 10. Comparison Results of HFN with (λ0 , λ1 ) = (0.85, 0.15) was performed by using 9 categories of source domain samples. 

Fig. 11. Data visualization via t-SNE for (a) the original data, (b) transferable feature. There are 3 target domain classes and each color represent each class. Notation: ′ x ′ —
the training samples of each target class, ′ o ′ — the test samples of each target class. 
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Table 8 

Structure of the HFN on TE dataset. 

Layer number Parameters 

Input(signal) 33 × 33 × 1 

l 1 Conv2d( 31 × 31 × 64 ) 

l 2 Maxpool2d( 30 × 30 × 64 ) 

l 3 Conv2d( 28 × 28 × 32 ) 

l 4 Maxpool2d( 27 × 27 × 32 ) 

l 5 Conv2d( 23 × 23 × 1 ) 

l 6 Maxpool2d( 22 × 22 × 1 ) 

Output(feature) 484 × 1 
.1.3. Pre-training details of source domain 

We select 9 types of fault (blue node) samples in superclass 102 

nd 103 (green node) which contain fault 11, 12 and 19 (orange 

odes) as the source domain data class samples to perform pre- 

raining on HFN, and discard the source domain class (gray node) 

amples under superclass 101. The feature extractor is mainly com- 

osed of three layers of convolution, as shown in Table 8 . Each in-

ut sample data is organized into a 33 × 33 matrix. After HFN, a 

84-dimensional feature vector can be output. During pre-training, 

he Adam optimization algorithm is applied with a base learning 

ate of 0.01. The mini-batch size, weight decay, step of learning 

ate decreases, attenuation factor and max epoch are set to 128, 

.0 0 05, 25, 0.618 and 500, respectively. 

.1.4. Transfer learning for few shot fault recognition of target domain 

The experimental method of few-shot fault recognition in the 

arget domain of TE dataset is basically the same as the previ- 
12 
us Section 3.1.4 of case study 1. The difference is that n samples 

 n ≤ 40 ) are randomly selected from the training set of each fault 

s the support set, and the classification performance evaluation is 

onducted using the test set samples of each fault. Finally, five HFN 
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Fig. 12. Comparative results obtained by four classification algorithms, when pre-training using the selected 9 class samples and all 15 class samples in source domain. 

Table 9 

Final test accuracy (as %) of all compared methods on the TE dataset. 

n-shot 1 5 10 15 20 25 30 35 40 

Baseline KNN 33.21 42.85 46.97 48.93 50.19 51.10 51.80 52.51 53.15 

LR 37.63 43.41 44.04 44.29 44.60 44.86 45.28 45.61 46.02 

NC 35.84 43.21 45.51 46.41 47.08 47.37 47.55 47.74 47.96 

SVM 37.17 42.85 43.13 43.25 43.57 43.88 44.29 44.65 45.09 

Transfer learning method FT [25] 51.22 71.02 76.75 78.47 79.49 79.63 80.68 81.16 81.46 

SJFT [26] 50.19 59.41 62.19 65.05 65.80 67.44 66.65 68.74 69.52 

LSFSL [23] 53.88 68.84 73.12 75.06 76.28 77.11 77.68 78.17 78.53 

Ours HFN_KNN 50.31 64.52 68.86 70.99 72.25 73.24 73.93 74.51 75.03 

HFN_LR 54.65 71.96 77.50 80.07 81.69 82.78 83.62 84.22 84.71 

HFN_NC 61.34 75.79 79.56 81.10 81.99 82.59 83.00 83.30 83.54 

HFN_SVM 49.86 68.84 75.27 78.21 79.97 81.14 82.08 82.72 83.24 
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o
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s
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d

e

λ

nstances are trained by randomly seed. Each model instance is ap- 

lied to repeat 300 tests on S support and S test . The mean weighted 

1-score is used as the evaluation metric. 

.2. Comparative results 

Fig. 10 and Table 9 show the performance comparison results 

f the seven alternatives and our methods on TE dataset. It can 

e seen that our method can greatly improve the performance of 

aseline method and better than other transfer learning methods 

n TE dataset. 

In Fig. 11 , t-SNE visualizes the 2D data distribution of original 

eature and transferable features. It can be seen that the class sep- 

rability of the transferable features extracted by HFN is obviously 

etter than that of the original features. 
13 
Fig. 12 shows the performance comparison results of four clas- 

ification methods for few-shot classification when using 9 se- 

ected source domain class samples and all 15 source domain class 

amples, respectively. It can be seen that in the experiment of TE 

ataset, the performance can be improved by about 8% ∼28% when 

he source domain selection strategy is used. 

.3. Hyperparameter selection 

In the experiment of TE data set, the number of super classes 

s fixed to 1. Fig. 13 shows the performance comparison results of 

ifferent weights. Table 10 gives the details of the loss weight λi of 

ach level. It can be seen that the best performance occurs when 

(i = 0 , 1) is taken as (0.85, 0.15). 
i 
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Fig. 13. Comparative results obtained by our model using different λi on the TE dataset. The hierarchy has only one superclass layers. 

Table 10 

Analysis Results with different λi on TE dataset. 

No. λ0 λ1 

1 0.5 0.5 

2 0.75 0.25 

3 0.85 0.15 
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. Conclusion 

To solve the few-shot fault recognition problem in complex in- 

ustrial systems, a novel hierarchy guided transfer learning frame- 

ork, HGTL, is proposed in this article. Considering that transfer 

earning can be an effective tool for few-shot recognition, but not 

ll faults in a complex system are suitable to transfer, a hierar- 

hical category structure is firstly constructed to select the simi- 

ar faults as source domain classes. Then, the model is pre-trained 

ith these source class samples, which make it possible to extract 

he fault features of target fault within few samples. Finally, the 

xperimental and comparative results show that our method has 

etter performance in the case of few samples. 

However, the proposed framework still has many problems 

orthy of in-depth study. For example, in the stage of construct- 
14 
ng class hierarchy, artificial experience is used to weight and fuse 

ulti-source prior knowledge. Unreasonable weight makes it im- 

ossible to obtain the optimal hierarchy. The optimal weight on the 

arget task can be learned automatically through the data-driven 

ethod. In addition, this framework adopts a phased processing 

ow and has not yet achieved global optimization, so it can be im- 

roved into an end-to-end learning framework in the future. 

Few-shot fault recognition is always a practical and difficult 

roblem. Though the proposed method performs well in these two 

atasets, its generalization capability still should be further ex- 

lored. In the future, we will apply our approach to more few-shot 

ault recognition tasks and improve it accordingly. 
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